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Abstract

As Modeling and Simulation (M&S) tools have matured, their applicability and importance
have increased across many national security challenges. In particular, they provide a way to
test how something may behave without the need to do real world testing. However, current
and future changes across several factors including capabilities, policy, and funding are driving
a need for rapid response or evaluation in ways that many M&S tools cannot address. Issues
around large data, computational requirements, delivery mechanisms, and analyst involvement
already exist and pose significant challenges. Furthermore, rising expectations, rising input
complexity, and increasing depth of analysis will only increase the difficulty of these chal-
lenges.

In this study we examine whether innovations in M&S software coupled with advances in
“cloud” computing and “big-data” methodologies can overcome many of these challenges.
In particular, we propose a simple, horizontally-scalable distributed computing envirnoment
that could provide the foundation (i.e. “cloud”) for next-generation M&S-based applications
based on the notion of “parallel multi-simulation”. In our context, the goal of parallel multi-
simulation is to consider as many simultaneous paths of execution as possible. Therefore,
with sufficient resources, the complexity is dominated by the cost of single scenario runs as
opposed to the number of runs required. We show the feasibility of this architecture through a
stable prototype implementation coupled with the Umbra Simulation Framework [6]. Finally,
we highlight the utility through multiple novel analysis tools and by showing the performance
improvement compared to existing tools.
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Definitions

Entity Characters and objects that represent elements placed on a terrain. This includes humans,
vehicles, aircraft, boats, both direct and indirect fire weapon systems, sensors, lights, cam-
eras, and more.

Exercise A maneuver or simulated operation (e.g., force-on-force, tabletop, software simulation)
involving planning, preparation, and execution that is carried out for the purpose of training
and evaluation. An exercise may consist of one or more scenarios.

Scenario A hypothetical event (e.g. an emergency, attack, or theft) used to evaluate the effective-
ness of a protection or response system against a defined action or threat.

Scenario Run A specific path through or occurence of a scenario, consisting of a unique sequence
of events and entity decisions and actions. Each run of a scenario can have different out-
comes from other runs.
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Introduction

As Modeling and Simulation (M&S) tools have matured, their applicability and importance
have increased across many national security challenges. From their role in “serious gaming” for
training and response to a variety of detailed analyses for asset protection or neutralization studies,
M&S tools show up in numerous applications areas. Most importantly, they provide a way to test
how something may behave without the need to do real world testing. However, current and future
changes across several factors including changes in capabilities, policy, and funding are driving a
need for rapid response or evaluation in ways that many M&S tools cannot address. Issues around
large data, computational requirements, delivery mechanisms, and analyst involvement already
exist and pose significant challenges. Furthermore, rising expectations, rising input complexity,
and increasing depth of analysis will only increase the difficulty of these challenges.

New M&S tools and solutions are needed to overcome these challenges. Since the M&S spec-
trum is incredibly broad and diverse, it’s unlikely that a single tool will be able to coalesce the
breadth of options and models available. However, specialized platforms may be able to help
alleviate the issues for wide classes or M&S problem areas.

As a result, this study focuses on the space of tools that simulate seconds-to- hours of time in
full 3D worlds where human factors and interactions play an important role (i.e. gaming or game-
like environments). These factors can include sensing, perception, behaviors, actions, communi-
cations, and more. Example applications include emergency response and trainig, force-on-force
simulations, and a variety of parameter studies on entities in a 3D dynamical world.

Many key analyses and results from these solutions often require tens to thousands of indepen-
dent “scenario runs” in order to derive meaningful results. For example, many simple statistics,
such as the binary win/loss ratio, require close to one thousand runs in the worst case to provide
results with a high confidence value. Since modern M&S solutions generally require at least min-
utes to tens-of-minutes to complete a single run for a realistic scenario, complete analyses can take
hours or days. Since even small changes may require a new set of runs, this compute require-
ment makes it impractical to experiment or rapidly iterate with the scenario itself. We believe that
this lack of interactivitness fundamentally constrains the developers, analysts, and decision mak-
ers. Furthermore, it adds restrictions on the types of solutions that are even feasible. Thus, this
study aims to change that notion by examining ways to minimize the time constraint on analysis
solutions. Furthermore, we explore what types of tools become more feasible as a result.

The rest of this section introduces the observations and overarching background ideas asso-
ciated with this work. We first discuss the role of interactivity and ways in which it currently
exists in related M&S solutions. Then, we introduce cloud computing as a means to provide the
computational resources and interfaces necessary to reach beyond existing solutions.
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Interactivity In Scenario Exploration

Within the realm of 3D M&S tools, interativity can take on different meanings. So, this section
provides a brief discussion on interactivity as it applies this study.

“Interactive” as used in the the report’s title refers to the readiness or responsiveness of the
application to the user. It can be quantitatively measured by time, as we do in this work. On the
other hand, “interactivity” can be considered as the means of communication or the dialog between
an user and a computer. We make the distinction since both concepts are important and relevant to
this work.

Figure 1. The Interactivity Spectrum with Example Applications.

With this in mind, the key result of this study is to improve the interactiveness of 3D M&S
tools with regard to the analysis or exploration of a target scenario or exercise. As a sub-goal, we
seek to enable novel modes of interactivity and analyst workflows while simultaneously enhancing
existing solutions. In a little more depth, we want to consider solutions that overcome standard
challenges across the spectrum of interactivity. These are described below, but are also summarized
in Table 1.

Since interactivity comes in many forms, we like to consider interativity of these tools as a
spectrum, with complete human control (e.g., human-in-the-loop) at one end and complete au-
tomation (e.g., batch-analysis) computer control the other. Figure 1 shows several example tools
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and applications along the spectrum.

Table 1. Tradeoffs by degree of interactivity.

Human Mixed Computer controlled
Controlled (e.g. turn-based)

Interactiveness Quick initial results, Relatively quick, Individual runs generally
individual runs are pause between “turns” quick, analysis may require
“real-time” require 1000s of runs

Cost (man-power) Expensive, one human Moderate, operators Minimal, an operator
for a few entities control many entities moderates while computer

makes decisions

Behaviors Directly accounts for Can be considered Behaviors and coordination
human behaviors (via while run is in must be modeled
operators) progress

In particular, completely human controlled M&S solutions have the advantage that individual
scenario runs complete in “real-time” and the accuracy of the simulation is usually very high since
human players make all the decision (and, mistakes). However, it would be extremely challenging
for a single human to control more than a couple of entities at a time. Therefore, performing
scenario runs in this paradigm can be quite expensive especially if many entities are needed. It
is impractical to do analyses that require more than even tens of runs for statistically significant
results.

On the other hand, completely computer controlled solutions have the advantage that few, if
any, individuals are needed to run a scenario. In general, only the analyst and an operator may be
needed. However, complete analyses can take hours to days to complete and all human behavior
(including errors and inefficiencies) must be modeled and implemented within the simulation. As
a result, it is more difficult to model wide variation in scenario runs.

Alternatively, hybrid solutions such as “turn-based” event models try to balance both human-
in-the-loop and computer controlled systems. The simulation frequently is paused to allow the
operator (or, a group of operators) time to decide how to proceed. While individual runs tend to be
the slowest (due to the pausing), it requires much less man-power than human-controlled solutions
and allows the operators some degree of control over behaviors and coordination (more than that
of computer controlled). However, like in the human-controlled situation, it is likely impractical
to do this for analyses that require 100s of runs for results.

Our investigation into interactive scenario analysis and exploration is motivated greatly by
Table 1. We believe that there is little or no reason why solutions need to adhere to these constraints,
and that being able to “mix” or “combine” strategies will lead to novel solutions and significantly
enhance existing ones. For instance, consider a turn-based solution that gives the operator or
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analyst a batch analysis of their current strategy (in a short amount of time). In another example, it
would be much easier for an analyst explore tradeoffs in building a scenario if they were able to get
results more quickly (i.e. turn the computer controlled into a human-in-the-loop tool). This would
allow them to explore the scenario “space” in a way that was previously infeasible or required
more subject matter expert (SME) support.

Cloud computing

A requirement for our goal of interactivness is sufficient computational resources to solve the
problem in a shorter timeframe. This problem has certainly be studied in many forms, and an
extremely extensive variety of solutions are viable.

Standard high-performance computing (HPC) solutions tend to be poor fits for this type of 3D
M&S application due largely to the event and action-driven architecture typical of these solutions.
In many cases, it would be challenging to divide the work among many processing cores in an
even manner. Distributed computing tends to be a better fit, as individual nodes in a cluster can
handle one or more simulation runs. In other words, distributed solutions and analyses scale better
horizontally as opposed to vertically. However, the cost to operate and maintain a cluster can be
higher than desired for many objectives and often requires additional assistance.

Figure 2. Cloud computing diagram [16]

Instead, we look toward rapidly maturing “cloud computing” technologies as a means to obtain

10



the necessary computational resources with reduced maintenance and operational overhead. For a
little more depth, NIST defines cloud computing as ”a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly provisioned and released with min-
imal management effort or service provider interaction.”[8]. In a sense, cloud computing really is
an evolution of distributed computing where much of the configuration and deployment options
are integrated directly within the cloud “operating system”. So, within our context, we want to use
cloud technologies to easily and rapidly supply the compute necessary, without the user having to
worry about any of these details. Figure 2 shows a metaphor to what cloud computing looks like
to the user [16]. It is a set of resources and applications that are available but mostly hidden from
the user.

Our goal is use cloud features and APIs to setup a flexible parallel mutli-simulation environ-
ment for M&S applications. This environment should be flexible and be able to adjust to the needs
of many users (within the constraints of the cloud it lives in). Also, since the cloud moves the
bulk of the computation away from users, and added advantage is that the interface can be run on
lighter and less power machines. This enables additional delivery options such as mobile devices
and access from anywhere with a network route to the resources.

Our study

More specifically, in this study we examine whether innovations in M&S software coupled with
advances in “cloud” computing methodologies can overcome many of these challenges. Our pri-
mary goal is to fundamentally change the architecture of related M&S solutions such that complex
analyses can be completed in seconds or minutes, rather than in hours or days.

We propose a simple, horizontally-scalable distributed computing envirnoment that could pro-
vide the foundation (i.e. “cloud”) for next-generation M&S-based applications based on the notion
of “parallel multi-simulation”. In our context, parallel multi-simulation simply refers to the ability
to run many different paths of execution simultaneously. This maps well to our problem domain,
since each scenario run tends to be indpendent from previous ones. This can include run situations
where you want to allow randomness to adjust the decisions along a scenario run or if you want to
vary a parameter for a study over the course of many runs.

With sufficient resources, the complexity is dominated by the cost of single executions of the
desired scenario. In this study, we show the feasibility of this architecture through a stable pro-
totype implementation coupled with the Umbra Simulation Framework [6]. Finally, we highlight
the utility through multiple novel analysis tools and by showing the performance improvement
compared to existing tools.

The remainder of this report is organized as follows. Details of our generic cloud framework
are detailed in the section on Parallel Multi-simulation, while the Rumba section details how we
connect Umbra to our cloud. The Results section provides information on our benchmark scenar-
ios, performance results and related simulation optimizations, and additional discussion on some
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novel workflows and applications. The Conclusion discusses future avenues of investigation, sum-
marizes and concludes the report.
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Parallel Multi-Simulation in the Cloud

As discussed in previous sections, our goal is to build a parallel multi- simulation environment
capable of handling a variety of M&S tasks. To reiterate, we define parallel multi-simulation as a
way to run or follow many independent paths through a scenario simultaneously. The main goal
for our target environment is implement parallel multi-simulation to provide the compute capacity
necessary to run a batch analyses, parameter studies, and related operations at more interactive
rates. As such, secondary goals are that it should be reliable, easy to use, easy to reconfigure,
and easy to add resources. In general, the user should not need to know anything about how this
environment is built in order to use it.

Development of this environment followed several steps, including selection of a cloud envi-
ronment, designing the software stack used to manage and process work requests, and implement-
ing the stack itself. This section focuses on the design and final implementation of the environment.
Interested readers can refer to the the project wiki for more details about setting up a development
cloud environment (and caveats along the way), setup scripts for the compute nodes, and general
information about (open source) cloud providers.

Software stack design

Designing the enviornment included two primary considerations; selection of the cloud “oper-
ating system” and deciding on a work management system. Again, we focus here on the imple-
mented design. Previous designs and may also be found on the project wiki.

Figure 3. M&S Parallel Multi-Simulation Environment: High-
Level Architecture

Our design includes the following features:
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• Work and result queues: These are software queues that persist between runs and are used
to organize the work needs to be done and the results that are ready to be returned to the user.

• Producer-consumer work distribution model: As there are numerous ways in which the
work and results queues could be used, we have chosen to implemented a producer-consumer
model on top of them to manage the work. In this model, producers tasks are responsible
for adding work while consumers are responsible for looking for work available and then
completing it.

• Distributed scheduler and work broker: The work broker is a process that handles user
and client requests and publishes work to the work queues. It is also responsible for returning
results to the client. In the context of our environment, it also servers as the work scheduler
to determine the order in which work should be done.

• Worker instances: These are the instances that do the actual work. In our system, the
workers are consumers of the work queue and producers for the result queues.

Figure 3 shows an example of what this design looks like. In this figure, compute instances
are shown as blocks, work queues are shown as large arrows, and the smaller arrows show the
flow of work. Briefly, after a client requests work, a work broker produces work for the work
queue. Workers subscribe to and monitor the work queue for work to be consumed and completed.
If the worker finds work it knows how to handle, it accepts the work, performs any necessary
computation, and adds the results onto a results queue. As results are placed on the queue, the
broker then passes the results back to the requesting user.

Since the primary requirement of parallel multi-simulation is that multiple independent paths
of execution can be run in parallel, we must ensure that our design allows for this. In our design,
each worker is independent. Thus, it is sufficient to ensure that each worker given a separate path
of execution for a given scenario and analysis. This is largely the motivation for the work broker.
It must be implemented to understand the type of work being requested (e.g. a randomized trial
vs. a parameter study) and generate work accordingly for the workers. This also helps separate
the logic of the work broker from other parts of the system and simplifies the overall design and
implementation. With this, these components then satisfy our requirements for parallel multi-
simulation.

There are a number of advantages and disadvantages to this approach. First, the design itself
can add latency to the system while also removing compute resources from the workers. This
adds an extra “hop” between the work to be done and the workers. Fortunately, the resource
requirements for the broker are fairly minimal and the cost of the hop is very small with respect
to the total compute time. In fact, in practice we have been able to run compute jobs on the
work broker node with little or no observable impact in the job completion time. Second, the
publisher/subscriber model also adds a small amount of latency. A work broker could simply
have workers execute the work directly, instead of pushing to a queue. On the other hand, the
producer-consumer model has one large benefit in that the work broker no longer needs to know
about what workers are available to do work. In fact, new workers could be added or removed
seamlessly without any impact on the flow of work. This benefit far outweights the overhead
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and cost of managing the queues. Finally, one design consideration was to keep this environment
generic. While our intended use is for M&S solutions, it could be readily applied to any task where
indepdent compute tasks are required.

Cloud implementation

The success of our design is highly dependent on the implementation. As such, we decided
to build our entire platform based on open-source technologies that are popular, have been proven
reliable, and horizontally scalable. Thus, our implmentation should be easier to maintain and
update while also providing efficient scalability and flexibility.

Figure 4. M&S P arallel Multi-Simulation Environment: Imple-
mentation

Figure 4 shows a detailed breakdown of what software packages are used for each component
in the high level design. While other solutions are certainly possible, this combination yields an
effecient and reliable solution. Many components include built-in administration and monitoring,
which is invaluable in understanding what is going on in the environment.

Our implementation builds upon the following:

• “Cloud” platform: The “operating system” for the cloud. This defines the operations
that are possible and handles allocation of compute instances as well as basic configura-
tion of them. Our prototype system runs on an OpenStack[10] cloud provided by Center
5500 at Sandia National Laboratories. We have also experimented with Sandia developed
MegaMini[9], though it was less feature-rich for configuration of our network. OpenStack
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provides user and resource management from a convenient web frontend as well as a pro-
grammatic interface for maintaining your resource pool.

• Configuration management: Configuration management enables automated control and
configuration of our compute resources. For our use, its primary role was in configuring
the work broker, its queues, and installing and configuring M&S tools on the workers. We
have solutions using standard bash scripts, SaltStack[14], and puppet[12]. Each has pros
and cons, mostly in how the configuration is delivered and the effort involved developing
and updating the set assets each type of node requires.

• Work broker and task scheduler: One of the core pieces of infrastructure, RabbitMQ[11]
provides both the messaging interface and queues. RabbitMQ runs as a server that manages
a set of queues and accepts connections to those queues from clients. Its key features are
simplicity (both in use and in setup), persistence, and horizontal scalability.

• Monitoring: Ganglia[3] is our current monitoring solution. It is a lightweight and config-
urable system for reporting the load on network, disk, and computing resources. Its primary
value is in understanding the current compute load (to determine if we need to add more
resources to a job) and in diagnosing problems with existing compute nodes.

• Worker and client template libraries: SimpleAMQPClient[1] provides a C++ “interface”
to the cloud for both client and workers. Clients implement a SimpleAMQP process that
can initate (or, request) work from the cloud. Workers implement a SimpleAMQP interface
that allows it to monitor for work. By using this, it keeps the API (Application Program
Interface) between C++ components simple and uniform. Similar packages are available for
a wide variety of programming and scripting languages.

• Message format: Google protocol buffers (protobuf)[4] define the data format that actually
gets placed on the queues and that gets sent between the user and the cloud. It is widely
accepted due to being a lightweight binary representation that can natively allow C++, Java,
and Python applications to communicate with each other. Many 3rd party packages exist to
expand the range of supported languages.

• Data transfer: We currently use the rsync utility to transfer large data files and scenario files
between the user and the cloud.

The aforementioned software packages and libraries provide all the components necessary to
run and monitor the parallel multi-simulation environment. Each package was chosen either due
to its relative simplicity and scalability or for its efficiency or utility.

In practice, this combination of tools has proven to be quite reliable and effective. It has served
a wide variety of applications with little oversight. Further discussion the performance, reliability,
and flexibilty of this solution in our results and applications section.
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Rumba: Cloud-based Umbra with optimizations

This study includes several driving applications, to highlight the usefulness of the approach
and to provide several benchmark applications. In particular, we target the Umbra Simulation
Toolkit[6] largely due to its range of applications and accessibility. This section briefly describes
Umbra, components in its Dante Application Suite, and how the parallel mutli-simulation environ-
ment fits within its workflow.

Umbra Simulation Toolkit

Briefly, the Umbra Simulation Toolkit is a suite of libraries to assist users and developers
in creating 3D simulations and applications. Its libraries are also available to support existing
modeling and 3D applications as needed.

Umbra has been shown to be useful in creating models of complex systems with mixed fidelity.
Most importantly, it can model features of worlds at various degrees of fidelity so that users do
not need to include a more accurate (and expensive) model than necessary. Extensive work has
gone into building packages for Umbra, including models for sensing, communication, behaviors,
actions, path planning, direct fire weapons, land, air, and sea vehicles, a wide variety of sensors,
analytical abilities and much more.

Figure 5. Umbra Simulation Toolkit

Figure 5 is a diagram that conceptually shows how Umbra applications are built. At the core
of an Umbra application is the Umbra enginge. This engine sychronizes and manages each of the
modules required of the application as well as the state of the simulation. One key advantage of
this design is that results are guaranteed to be repeatable given the same inputs. Additional libraries
or packages can then be added to the engine which are combined to build applications.

For more information about Umbra, it’s packages, and applications written using Umbra, we
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refer interested readers to [6].

Dante Application Suite

While Umbra is our driving platform, Dante is our driving Umbra M&S application. Dante
itself is used to create, simulate, and analyze scenarios. Its suite includes a set of applications for
the creating terrains, testing and analyzing sensing on terrains, evaluating coverage and route plan-
ning through terrains, and most importantly for evaluating tactics and procedures among physical
objects. Among other things, it excels in evaluating force-on-force and red-teaming scenarios. For
more information, we refer interested readers to the Umbra Products website [5].

Figure 6. Exmaples from the Dante application suite. The left
image is a snapshot from a notional force-on-force simulation us-
ing Dante. The right is snapshot from a parameter study using
OpShed.

Figure 6 shows example images from both Dante and OpShed (Operations ViewShed). The
left is a snapshot from a notional force-on-force exercise on a notional terrain, while the right is
a snapshot during a sensativity study between a sensor and vehicle. These represent just a small
range of the capabilities of Dante.

To perform analyses using Dante, users run batch analysis using randomized methods or by
varying parameters of scenario. Dante includes a “Batch Manager” process to aid in the scheduling,
organization, and processing results of the output. A standard “batch” runs on the local machine
by default, meaning that even moderate sized scenarios may require a fairly powerful machine to
process a large study in a timely manner. As previously mentioned, a goal of our multi-simulation
environment is to provide a convenient way to offload the compute. Thus, Dante would be able to
run on smaller and less powerful machines. Such a machine would only need to represent the sce-
nario and process the results, making it more practical for in-the-field use or in other arrangements
where access to more powerful single machines is limited.
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Cloud integration

As our goal for the study is to create a parallel multi-simulation environment for modeling and
simulation, the final detail is how a traditional M&S tool can be updated to use the previously
described parallel multi-simulation environment.

Figure 7. Rumba: Umbra’s parallel multi-simuluation interface

In the end, we settled on two different solutions both of which have been integrated as shown
in Figure 7. This includes:

• Command-line interface and subprocess module: The command-line interface wraps the
SimpleAMQPClient (discussed in the Cloud Implmentation subsection) into a small appli-
cation. This application mimics the batch manager’s operations, although scheduling is of-
floaded onto the work broker. The subprocess module is a simple wrapper which allows
C++ and C# libraries to call the command-line interface directly. The primary advantage of
this approach the parameters passed to the module are the same as those on the command-
line. Thus, debugging and testing is simplified. On the other hand, the application has to
understand where the command-line utility places results for post-processing.

• Directly integrated library: A Rumba module was implemented that inherits from Sim-
pleAMQPClient. Like in the command-line example, this module accepts all the parameters
necessary to set up the run and then communicates with the broker. The main advantage of
this approach is more control over communication with the work broker and on how results
are returned and where they are stored.

In the end, both solutions worked as desired. They provided a simple way to access the multi-
simulation environment. Furthermore, since it hides all management of the compute resources
(which aligns with our “cloud” goals), it allows the developer to focus solely on the applications
and not have to worry about managing, maintaining, and running jobs on in the distributed envi-
ronment.
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This allowed us to quickly and easily optimized existing applications as well as prototype
several novel applications to aid in the exploration and analysis of scenarios. Details on these
applications is provided in the Results section.
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Results

In this section, we highlight the various outputs of our study on improving interactiveness
for scenario exploration and analysis. Most notably, this includes the creation of a compelling
benchmark scenario,

Benchmark Notional Scenario

While several example scenarios are included with Dante, many of them focus on single ca-
pabilities and did not adequately stress the compute environment. To overcome this hurdle, we
created new notional scenarios that were more representative of what may go into an actual use
case.

Figure 8. Notional Benchmark Scenario

Figure 8 shows a snapshot of our benchmark notional sceanrio from high above the terrain. A
red team is staging fronts at two different locations while the protective forces (blue team) must
protect both sites. The first component of the red team is an air assault team, where a helicopter
navigates to a drop-off location, 6 team members fast rope down and attempt to gain entry into a
nearby building. The second part of the red forces is a ground team including two vehicles each
with 4 attackers and 2 snipers hiding in the nearby hills. The second force must breach barriers and
perform a bounding overwatch action as they invade their target building. The blue forces include
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a protective tower with a single defender inside, a vehicle patrol outside the main facility, a foot
patrol within the fences of the main facilities, and defenders within the target buliding. There are
a total of 16 members on the red team, and 21 on the blue team.

Performance

With this model, analyzing performance is very straightforward. Let n be the number of inde-
pendent compute nodes and m be the desired number of runs. Then, the total time is approximately
max(m

n ,1)× t + c where max(a,b) returns the maximum of a and b, t is the average time per sce-
nario run, and c is the overhead time of copy scenario data to the cloud, passing data through the
queues, and returning the results to the client. We note that this assumes that t is relatively constant
between scenario runs (or, that the standard deviation on single scenario run time is small). c is
very dependent on the complexity of the scenario. To help minimize this cost, the client and cloud
only transmit differences if a scenario has already been used once before (by a particular user)
and also cache terrains so that they are available to other scenarios using the same terrain. The
differences are relatively quick and easy to compute (e.g. via diff).

We distinguish between compute nodes and processors mostly because Umbra (and Dante) are
multi-threaded processes which can utilize the full number of CPUs on a single node. Although, in
practice, over a large study the number of processors per node made little difference in the overall
results (e.g. we saw similar performance when processing 100 runs with 10 dual-CPU nodes as we
need with 20 single-CPU nodes).

In practice, our experimental results were very close to the predicted value. However, we did
encounter the challenge of acquiring enough to compute nodes (n) to reduce the time to minutes
for large studies. On the other hand, for small studies or quick approximations (e.g. where only
30-40 runs are used), we achieved our goal of having meaningful results returned on the order
of minutes (or less). This represents a significant saving when compared to the traditional Dante
Batch Manager. Furthermore, it freed the user’s machine during computation, which allowed users
to work on or look at other things simultaneously.

Simulation Technology Optimization

While not discussed above, the other way to reduce the total analysis time is to reduce t, the
average scenario run time. We did do a little work in this area, though most of it was beyond the
scope of this study. In particular, we chose to optimize one of the most demanding modules in a
Dante scenario run: line-of-sight. Using Embree[2], we were able to improve line-of-sight by over
30x (from approximately 300,000 queries per second to about 11,000,000 queries per second).
This resulted in an obserable improvement in t, but other factors still kept the run-time on the order
of minutes.

In the future, we do plan to use our cloud to help further improve t. This is discussed more in
the Summary section of this report.
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Novel applications

One of the most promising outcomes from this study were novel applications that were en-
abled by this study. As alluded to in the subsection on interactivity, we aimed to merge or blend
the boundaries between different modes of interactivity and also wanted to investigate what was
possible with simple and plentiful computational resources. This subsection highlights the en-
hancements to and new applications created based on the results of this study.

Dante Scenario Editor with Analysis Exploration

Traditionally, the Dante Scenario Editor (DSE) is used to build a scenario and the Dante Batch
Manager (DBM) is used to evaluate or run analyses against the scenario. The extra hop is not
only time-consuming (since DBM can take a while to complete for even a handful of runs), but
it distracts the user from the task at hand. Furthermore, it inherently causes users and analysts to
make many changes to a scenario without completely understanding how those changes impact the
overall results.

Figure 9. Analysis Exploration in Dante

Thus, our first experiment to blend the boundaries along the 3D M&S interactivity spectrum
was to modify DSE to behave more like a turn-based game. The idea is that while the user or
analyst is making changes to a scenario, changes that may impact the results will automatically
trigger a small batch analysis in our parallel multi-simulation environment. This allows the user to
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see the results of small changes, and also let’s them stay focused on task of building the scenario.
Though difficult to see, a sample win/loss ratio example is shown in Figure 9.

With the help of the cloud, it was very quick to build and deploy this application. Prelim-
inary feedback from a few users was extremely positive, with some seeing this as a substantial
improvement over their current workflow.

K-best paths pathways analysis

Our next experiment was to imagine an application that would have been less impractical given
traditional workflows. We chose to examine a different approach to pathways analysis. Briefly,
pathways analysis is a type of analysis done to determine the effectiveness of an entire system over
the span of many possible action paths. For example, it is useful in determining routes or regions
that have highest success rate for a red team.

Pathways analysis is generally performed by building a graph that represents the ways through
each layer of facility and the costs associated with going between nodes in the graph. Different
metrics are then used to determine the cost along numerous paths through the graph and then graph
algorithms are used to generate the related analyses. While the approach is technically sound, it
tends to be difficult to evaluate and include human behaviors and the vast number of ways a human
may physically move between layers.

To overcome these limitations, we experimented with doing a pathways analysis by first de-
termining the k most likely paths an entity may take through a scenario and then doing a forward
simulation batch analysis on each path. To do this, we make use of the path planning module in
Umbra. For each path produced by the planner, we increase the heuristic value (cost) of traveling
over areas that have been traversed before. Thus, subsequent routes tend to avoid areas that have
already been explored. For each path, we perform an approximate batch analysis to determine
the win/loss ratio for each path. Finally, the results are combined and displayed overlaid on the
original terrain.

To test this approach, we examined engagement avoidance (see Figure 10) and sensor avoid-
ance (see Figure 11) as example applications.

We color paths based on success, where blue paths mean that the blue team won and red paths
mean that the red entity reached his goal. Furthermore, the “saturation” or intensity of the color
determines how successful that path was. For example, a bright blue path means that the blue team
always won, whereas a less intense blue path means that they usually won, but not every time.

In the engagement avoidance experiment, the goal is for the red entity to reach a yellow vehicle
behind two blue assets. From the example, it is clear that certain paths always lead to success and
others to failure.

In the sensor avoidance experiment, we also show white paths which are those in which the
red entity did not reach the goal within the allotted time. The results show that while there is
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Figure 10. Pathways Analysis for Engagement Avoidance

Figure 11. Pathways Analysis for Sensor Avoidance
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definitely a region where the red entity would be sensed, some paths further away from the sensor
still resulted in him being sensed.

An added benefit of variant of pathways analysis is that you can see a success “frontier,” or
regions where the trend changes from success to failure. This could be useful in trying to determine
how to adjust or optimize a blue team layout.
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Future Work and Summary

Future Work

While our current solution works well in practice, there are several avenues for future work
some of which are included here.

In our current implementation, the lower bound for the total time for analysis and exploration
is the time required by the slowest scenario run. While we could certainly do more profiling and
optimization for our current M&S solution architecture, there are many more ways to distribute
portions of the compute to other servers. In particular, some functionality such as path planning is
shared and duplicated between each scenario. A more sophisticated architecture might be able to
utilize a shared route-finding service that can additionally cahce results that are guaranteed to be
identical between runs. That would greatly reduce the cost associated with those elements.

Another area that could be improved is the post-processing of results. Many tools have been
developed to allow cloud and related distributed environments to readily handle and process large
amounts of data (e.g. BigTable, Hadoop). As the work required for analysis results becomes
increasingly complex and the number of runs grows, big-data solutions can help to minimize the
data and compute demands on the user’s machine.

Summary

In this study, we proposed, implemented, and tested ways in which we can greatly improve the
interactivness of scenario analysis and exploration. Our solution used an environment built with
“cloud” computing ideals for horizontally scalable parallel multi-simulation.

We showed that this environment is generic and capable of running with compelling and rel-
evant M&S tools and applications. In fact, the generalism of the approach makes it suitable for
many other compute-heavy software tools, where independent results can be run in parallel (e.g.
as a kernel in an n-particle simulator). Furthermore, the environment was built entirely with scal-
able open-source technologies. This has two distinct advantages: it can readily incorporate more
compute resources without having to restart the environment and is maintainable.

We highlighted the impact of this environment by running it against modern and meaning
applications and workloads. As expected, we show that it can reduce the total time for analysis
and exploration (inversely) dependent on the number of available compute nodes. Furthermore, he
highlight the utility of the environment by showing two new and innovative uses of such a solution.

Overall, similar paradigms of off-loading compute to clouds such as this is very benificial and
is worth additional exploration.
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